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Abstract
Purpose – Federation analytics approaches are a present area of study that has already
progressed beyond the analysis of metrics and counts. It is possible to acquire aggregated
information about on-device data by training machine learning models using federated learning
techniques without any of the raw data ever having to leave the devices in the issue. Web browser
forensics research has been focused on individual Web browsers or architectural analysis of specific
log files rather than on broad topics. This paper aims to propose major tools used for Web browser
analysis.

Design/methodology/approach – Each kind of Web browser has its own unique set of features. This
allows the user to choose their preferred browsers or to check out many browsers at once. If a forensic
examiner has access to just one Web browser’s log files, he/she makes it difficult to determine which sites a
person has visited. The agent must thus be capable of analyzing all currently available Web browsers on a
single workstation and doing an integrated study of variousWeb browsers.

Findings – Federated learning has emerged as a training paradigm in such settings. Web browser
forensics research in general has focused on certain browsers or the computational modeling of specific
log files. Internet users engage in a wide range of activities using an internet browser, such as searching
for information and sending e-mails.

Originality/value – It is also essential that the investigator have access to user activity when
conducting an inquiry. This data, which may be used to assess information retrieval activities, is
very critical. In this paper, the authors purposed a major tool used for Web browser analysis. This
study’s proposed algorithm is capable of protecting data privacy effectively in real-world
experiments.
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Introduction
Federated learning is used to train a machine learning model, for example, on numerous
local datasets housed in nodes with explicitly sharing data samples. The main approach is
to train local networks on local sample data and to periodically exchange parameters (for
example, the weights of a deep learning model) across these local nodes to produce a feature
map recognized by all nodes. The fundamentals of browser-based forensics center on
artifacts such as visited websites, malware URLs, time stamps, access counts, search
history, cookies and downloaded activities. However, without the necessary precondition
information, exploiting and identifying this information might be problematic. This article
demonstrates how to do forensic analysis on common Web browsers like Chrome, Edge,
Firefox, internet explorer and Dolphin on Android, as well as how a forensic investigator
may gather forensic evidence from online browsers (Dhiman et al., 2022). In this research, a
consolidated image of all internet modes (public, private and portable) has now been
constructed, together with powerful forensic qualities for the gathering of digital artifacts
and tool comparison (Gulati et al., 2021a). This article proposes a framework for gathering
and analyzing evidence for Linux Web browser forensic. A methodology is provided for
identifying questionable user behavior on the Internet (Gulati et al., 2021b). Because an
author’s claim is a hypothesis, the author uses a hypothesis model to demonstrate their
claim. Additionally, the author discusses the element of the customer’s buying behavior for
consumer items (Akanksha et al., 2021). The author presents a relatively close semantics
view analysis using a digital 3D model as well as a Web browser. The research is supported
using two separate use cases: valuation of property investment and evaluation of green
urban infrastructure (Virtanen et al., 2021). After experimenting with chatbots in our
personal lives, the author intends to use them in the office to aid us in choosing a new
profession, resolving human resource concerns and even accepting coaching and
mentorship (Wassan, 2021). This article describes the many reinforcement learning
algorithms, their advantages and disadvantages, as well as the applications and difficulties
that provide a path for future study (Akanksha et al., 2021). The authors give a comparative
examination of common machine learning-based classifiers in this research work. The
author conducted experiments using tweet datasets of the COVID-19 pandemic. The author
used seven classifiers based onmachine learning (Wisetsri et al., 2021).

This paper is organized into five sections. Section 1 includes introduction, the related
study is described in Section 2, the methodology is presented in Section 3, Section 4 is
analyzed results, and Section 5 includes a conclusion of the study and future work with
limitations.

Related work
To solve crucial challenges like data privacy, security, access rights and access to diverse
data, federated learning lets several actors work together to construct a single, strong
machine learning technique without disclosing any of the underlying data. A wide range of
businesses may benefit from it, including the military, telecommunications, internet-of-
things (IoT) and pharmaceuticals, among others. The author is suggesting that a sequence
of CNN models with varying depths provides diverse semantic features of the picture.
According to test findings, IMCEC is an excellent tool for detecting malware (Akanksha
et al., 2021). Using CNN-based deep learning architecture, the authors present IMCFN, a new
classifier for detecting malware variants (Gulati et al., 2021a). The author presented theMLP
model for fraud detection in secure e-banking e-commerce transactions for test websites
(Dovhan et al., 2021). In this article, the author presented the CNN model for plant and
flowers detection (Billewar et al., 2021). This study used a novel strategy that uses
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sentimental features centered on the item’s attributes (Sanil et al., 2021). The author
reviewed and analyzed the literature, paying special attention to characteristics of wireless
connections for energy conservation and data aggregation (Gulati et al., 2021a). The main
aim of this study is to scrutinize the conclusions of many studies and the advancement of e-
participation in wealthy and poor India (Gulati and Telu, 2016). Image-guided surgery relies
heavily on medical imaging, and in this article, the authors describe the most prevalent
techniques for acquiring medical images (Alam et al., 2018). The author has conducted an
inquiry into energy utilization and stage-free administration in this study (PaaS). PaaS
administrations are often used to supply phase administrations for application improvement
(Bansal et al., 2018). This work established an effective automated diagnostic system for
maize plants. Data pre-processing, extraction of features, classification and segmentation
are the four steps of the suggested technique (Akanksha et al., 2021). The purpose of this
research article is to address the use of intelligent machines (AI) to stock market modeling,
demand planning and market segmentation challenges, with a particular emphasis on CNN
models (CNN) and fuzzy logic. The first two issues were solved using backpropagation
techniques, while the third was solved using self-organizing maps (SOM) (Joseph et al.,
2021). Author investigate the degree to which common Web browsers can withstand such
assaults in this research by examining the pattern of their network activity while requesting
webpages (Zhioua, 2015). The author evaluated over 1,000 browser security setting choices
across three major browser and discovered that just 13 configurations had both semantic
and syntactic similarity, whereas four configuration options shared only semantic
similarity. Positive, negative and neutral effects of feedback were all included in the author’s
Recommendation Model (Sriram et al., 2021). Author purposed a statically mode for sleepy
student during the lecture also describe the sleeping impact on attention, working memory,
mood, etc. (Wassan et al., 2022). A Web browser may be used by a suspect to gather
information, conceal unlawful activities and try out new criminal techniques. In digital
forensic investigations, searching for evidence left behind by online surfing behavior is a
common component. When a suspect uses a Web browser, he or she leaves a trail of
evidence behind. The investigator may use this evidence to get insight into the suspect’s
personal information while doing so. You may use this evidence to examine online sites
frequented by the suspect and their access times and frequency as well as search engine
terms they use after retrieving data such as caches, history cookies and download lists from
their machine. The main contribution of this work is to introduced a new tool for analyzing
the Web browser data with different groups and views point. Our proposed algorithm is
capable of protecting data privacy effectively in real-world experiments.

Methodology
Each kind of Web browser has its own unique set of features. This allows the user to choose
their preferred browsers or to check out many browsers at once. If a forensic examiner has
access to just one Web browser’s log files, it makes it difficult to determine which sites a
person has visited. The agent must thus be capable of analyzing all currently available Web
browsers on a single workstation and doing an integrated study of various Web browsers.
In this paper, we analyzed the Web browsing data with 9,000 samples, 4 special attributes,
12 regular attributes. the main aim of this paper is to create a new method for analyzing the
Web browsing data and investigate the browsing history with different times and groups.
We used the GLM model to predict better performance. In this paper, we used four steps.
Figure 1 display themethodology process.

Step 1. We retrieve the Web data, set which attribute we want to predict (high/low value),
and, finally, we remove those attributes which are very correlated and, therefore, do not provide
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additional information. Then, in Step 2, data is copied to analyze it in two ways. In Step 3,
generalized linear model is used to train a model and validate the prediction. The data is
previously balanced to help the model to detect the less frequent “high value” cases. In Step 4,
we compute the correlation weights to detect the most relevant attributes. Finally, we obtained
the result. In Figure 2, we presented the true and false counts analyzed label information.

Analyzed results
In Figure 3, we presented the true label scenario with different groups which visited the
websites at different times.
In Figure 4, we presented the false label scenario with different groups which visited the
websites at different times.

In Figure 5, we presented the confidence true and false values with different groups
which visited the websites at different times.

In Figure 6, we presented the count prediction high value with true count confidence and
false count confidence label.

Figure 1.
Presented the
methodology process

Figure 2.
Presented the true
confidence and false
confidence with 16
attributes
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Table 1 represented the 12 attributes weighted results, where Groups 1–3 and Group 5
visited with different periods. Also, we presented the graphical view of weighted attributes
in Figure 7.

Table 2 presented the statistical model with a GLM. There is a total of 16 attributes.
The total attribute distributes with different sections, with 4 special attributes and 12
regular attributes. The co-efficient and stander deviation of all attributes are
represented in Table 2.

In this, we presented the attributes with 16 features with different groups which visited
the websites at different times.

Figure 3.
Presented the true

label

Figure 4.
Presented the false

label scenario
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Figure 8 heat map shows the static result of the high value predict by groups with different
browser histories, like IEMobile, Opera, Unicom, IE,Mozilla, Safari, Firefox internet and chrome.

Figure 9 heat map shows the static result of the high value predicted by visiting time
with different browser histories, like IE Mobile, Opera, Unicom, IE, Mozilla, Safari, Firefox
internet and chrome.

Federated learning with machine leaning technique
Federation machine-learning approach in which an algorithm is trained over a network of
decentralized network edge or servers while maintaining local data samples without

Figure 5.
Display the
confidence true and
false

Figure 6.
Display the count
prediction high value
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exchanging them. This technique is distinct from classic centralized machine learning
models, that require all local dataset to be transmitted to a single server and much more
traditional decentralized options, which often assume a uniform distribution of local data
samples. Because it enables clients to cooperate on the train a global model using their data
locally without exposing any with a third party, federated learning has sparked a lot of
interest for data remote islands and privacy concerns. However, current federated learning
frameworks usually need extensive condition setups (e.g. complex driver configuration of
independent graphics cards such as NVIDIA, compilation environment), which are
inconvenient to design and implement on a wide scale. We propose an innovative Web
browser assist application that takes advantage of browser characteristics (e.g. Cross-
platform, Java Programming language Characteristics) and improves privacy protection via
a local differentially private mechanism to enable the implementation of federated learning
or the integration of related applications. Finally, we run tests on a variety of devices to see
howwell the suggestedWeb analysis framework performs.

Table 1.
Displays the

weighted results

Weight attributes result

Visit time 0.067369
Reference 0.00907
Period 0.001238
Page5Visits 0.01368
Page4Visits 0.004299
Page1Visits 4.62E-04
Label 0.025893
Group5 0.006698
Group3 0.00847
Group2 0.026388
Group1 0.001779
Browser 0.001979

Figure 7.
Presented the

graphical view of
weighted attributes
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Model metric’s
In the MSE, whatever is represented here on the vertical axis is plotted in units
squared. The root mean squared error (RMSE) is another parameter that we compute
(RMSE). It is the square root of the MSE. Because it is shown in similar units as the
corresponding quantity, this statistic is likely to be the most comprehensible one. In
Table 3, we represented the binomial GLM model, where the MSE obtained 0.016539
and RMSE obtained the 0.128604. In this table, RMSE obtained the better result than
the MSE.

There are two types of labels as true and false. In this table, we predict the two labels.
The true label obtained the 99.82% class precision, whereas the false label got the 0.47%
class precision. The class recall is 97.66%of true false, whereas the true label class recall is
5.88%. Table 2 represented the performance vector result (Table 4).

Table 2.
Existing the static
model with
generalized linear
model

Generalized linear model
Attributes CO-EFF STD CO-EFF

Label 6.3963058 6.3963058
Label.FT-MBA 4.403679868 4.403679868
Group2 2.546046633 1.543240765
Browser.Firefox 1.070265596 1.070265596
Reference.google 0.821594697 0.821594697
Label.ThoughtLeader 0.489867067 0.489867067
Reference.rotman 0.177344925 0.177344925
Group3 0.054478 0.449720511
Browser.InternetExplorer 0.041421131 0.041421131
Group1 0.01929874 0.123402972
Page4Visits 0.006119829 0.464525462
VistiTime 1.98� 10�06 0.627753826
Browser.BlackBerry 0 0
Page1Visits �1.06� 10�04 �0.12580225
Browser.IEMobile �0.003946981 �0.003946981
Label.InternationalStudent �0.00603981 �0.00603981
Browser.Opera �0.007005945 �0.007005945
Label.Creativity �0.009207902 �0.009207902
Group5 �0.012172487 �1.817657953
Page5Visits �0.02111315 �0.224336444
Browser.Unknown �0.042586198 �0.042586198
Reference.linkedin �0.044187911 �0.044187911
Reference.yahoo �0.046853352 �0.046853352
Label.Finance-ThoughtLeadership �0.193923019 �0.193923019
Label.Finance �0.228798708 �0.228798708
Browser.Chrome �0.249813291 �0.249813291
Reference.baidu �0.407276756 �0.407276756
Label.Creativity-ThoughtLeadership �0.457580853 �0.457580853
Reference.utoronto �0.827565539 �0.827565539
Period.morning �0.885844992 �0.885844992
Period.afternoon �0.897312811 �0.897312811
Reference.other �1.001136617 �1.001136617
Browser.Safari �1.235560316 �1.235560316
Browser.Mozilla �1.31551553 �1.31551553
Period.night �1.585754549 �1.585754549
Browser.IE �1.626170819 �1.626170819
Reference.bing �2.040831798 �2.040831798
Intercept �26.38455103 �8.717613185
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A classification problem’s prediction outcomes are summarized in a matrix called a
confusion matrix. There is a breakdown of the number of right and wrong predictions for
each class based on the count values. This is the solution to the puzzle of the matrix of
confusion. Confusion matrices are normalized over the actual (rows) and predicted (columns)
circumstances or over the whole population. The matrix of confusion will not be normalized
if none is selected. There are examples with the real label of Class I and the expected label of
class j in a confusion matrix, which is represented by the i-th row and the j-th column entry.
In Table 5, we predict the two labels. The true label error rate is 2 0.8824, whereas the false
error rate is greater than true, which is 36 0.0120.

Figure 8.
Display the static

heat map of all
groups

Figure 9.
Displays the high

value predict with a
different browser
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GLM families comprise a link function as well as a mean-variance relationship. For
Poisson GLMs, the link function is a log, and the mean–variance relationship is the identity.
As for the link function, it allows us to model nonlinear relationships between our predictors
and our response. In a simple linear regression our model the expected value directly as a
linear combination of the predictors. In a GLM, on the other hand, our model is a function of
the expected value. Table 6 presented the GLMmodel summary family link.

In Table 7, we described the scoring history of 20 iterations. Every iteration has
different values negative_log_likelihood and objective, where the 0 iteration
negative_log_likelihood is 104.9917 and objective is 0.0348. However, we draw more
iterations for negative_log_likelihood. The value is decreased with each iteration like

Table 3.
Presented the
binomial GLMmodel

Model metrics
Model ID Binomial GLM

MSE 0.016539
RMSE 0.128604
R2 1.951816
AUC: 0.771382
pr_auc 0.019696
logloss 0.078329
mean_per_class_error 0.447176
default threshold 0.455135

Table 4.
Presented the
performance vector
of the predicted class

Performance vector
Predict label True false (%) True true (%) Class precision (%)

pred. false 8,773 16 99.82
pred. true 210 1 0.47
class recall 97.66 5.8

Table 5.
Presented the
confusion matrix

CM: confusion matrix
Row labels Actual class Column labels Predicted class

False True Error Rate
False 2,964 36 0.0120 36/3,000
True 15 2 0.8824 15/17
Totals 2,979 38 0.0169 51/3,017

Table 6.
Presented the GLM
model summary
family link

GLMmodel (summary)

Family Link
Regularization
no. of predictors

Total no. of active
predictors

No. of
iterations

binomial logit Ridge
(lambda = 8.607� 10�6 ) 37 36 20
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the final iteration 20 for negative_log_likelihood is 57.46807. As well as the objective is
also reduced with each iteration. Iteration 20 objective value is 0.01942.

Conclusion
Federated learning has emerged as a training paradigm in such settings. Web browser
forensics research in general has focused on certain browsers or the computational modeling
of specific log files. Internet users engage in a wide range of activities using an internet
browser, such as searching for information and sending e-mails. It is also essential that the
investigator have access to user activity when conducting an inquiry. This data, which may
be used to assess information retrieval activities, is very critical. In this paper, we purposed
a major tool used forWeb browser analysis. Our proposed algorithm is capable of protecting
data privacy effectively in real-world experiments.

Future work and limitations
Web browser forensics will be studied in the future under a variety of operating systems,
including Windows, Mac, Laptop and mobile devices. This work is limited to 9,000 sample
data set, with 16 attributes. In the future Authors can work on the big data with maximum
attributes.
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